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1 Introduction52

One of the goals of the Grid Checkpointing and Recovery Working Group (GridCPR WG) is to,53

define a user-level API and associated layer of services that will permit checkpointed jobs to be recovered54

and continued on the same or on remote Grid resources. [23]55

In order to understand the requirements that these API and services must meet, it is necessary to understand the56

situations in which they will be used.57

The purpose of this document is to enumerate usage scenarios that the GridCPR WG have decided must be ad-58

dressed by its specifications. These scenarios will be used to derive a set of requirements for the GridCPR API and59

services.60

Note that the scenarios described below are not intended to partition applications. That is, a single application61

may use checkpoint and restart in a variety of different ways For example, in the RealityGrid [21] project there are62

applications that use checkpoint and restart for fault-tolerance (Section 3), process migration (Section 4) and debugging63

(Section 5) simultaneously.64

2 Terminology65

fixme: Terminology: what is a job?66

Thilo’s comment,67

68

we need to identify/agree upon a task model. The document talks about69

sequential and (MPI-like) parallel applications. However, I remember70

>From our meeting at GGF7/8 (the one with the flip charts) that people71
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were also dealing with "workflow like" jobs that consist of multiple72

sequential and parallel programs, together forming an application.73

Comments?74

3 Fault-Tolerance75

3.1 Introduction76

One of the most common reasons for using checkpointing and recovery is to provide some amount of fault-tolerance77

or failure recovery to an application.78

There are two primary customers in this scenario, the system provider and the application user. The system provider79

is the individual or institution that is providing a computational resource (e.g., workstation, cluster, supercomputer)80

for other parties to use. The application user is the party that is interested in using this resource to run an application.81

3.2 Terminology82

Before proceeding further, it is necessary to describe the fault model that we wish this scenario to address. First, we83

will assume that only hardware failures are addressed by this scenario. In particular, we will not attempt to detect or84

handle application bugs or hacker attacks.85

Second, we will assume that these failures can be modeled as fail-stop failures [18]1. We do not consider the more86

general class of Byzantine failures2.87

Third, we will assume that, once any part of the computational resource has failed, it is impossible for the appli-88

cation to continue execution without initiating some global form of recovery. That is, we do not consider scenarios89

where the application continues executing on fewer processor nodes3.90

Instead of enumerating a single or small set of scenarios, we will consider a class of fault-tolerance scenarios. The91

basic structure of these scenarios is as follows,92

Checkpointing Periodically while the application is running, the state of the application is saved to stable storage.93

Failure Processing In the event of failure, the application will be resubmitted to a computational resource for further94

execution.95

Recovery Upon re-execution, the state of the application is restored from the stable storage, and the application96

resumes execution.97

We will explain each of these dimensions in turn.98

3.3 Checkpointing99

There are a number of different techniques that can be used to save an application state to stable storage. For sequential100

applications, there are basically two approaches. In the case of System-Level Checkpointing (SLC), the applications101

memory image is captured by some transparent mechanism (e.g., an operating system service) [26, 1, 17]. In the case102

of Application-Level Checkpointing (ALC), the state-saving is explicitly part of the application [7]. For instance, the103

application source code may contain functions to save critical program variables and structures.104

Regardless of whether an SLC or ALC approach is used, the state saving functionality can be manually added the105

application by the application programmers, or can be added automatically using either compiler-based [4], library-106

based [19], or operating system-based [1] approaches.107

In parallel applications, it is necessary to obtain a consistent global snapshot of the each processor and the state108

that is shared between them (e.g., messages in flight, shared global memory). For data-parallel applications, very109

often, it is possible to save all of the application state with respect to a global or application point of view [22]. For110

1Certain non-application software failures, such as operating system failures, may appear and be treated as hardware failures using this model.
2Certain hardware failures, such as transient network failures or memory corruption, may not cause any processor to fail and stop. However, as

long as these failures can be detected, they can handled by causing the processor to shutdown.
3It may be possible for the application to resume execution on fewer nodes.
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other styles of parallelism (i.e., SPMD, MIMD), more complicated protocols may be required in order to ensure that a111

correct snapshot is saved. See [8] for a survey of these techniques.112

MPICH-GF [15] is a version of MPICH that provides transparent SLC and a number of protocols for handling the113

state of the MPI library. The C3 provides a layer between the application and the native MPI that provides similar114

functionality for ALC [3, 5].115

3.4 Failure Processing116

The first requirement for processing a failure is to recognize that a failure has occurred. Very often, either the appli-117

cation user or system provider can manually determine when a failure has occurred by monitoring the computational118

resource. There are a number of heartbeat mechanisms [11, 10, 6] that have been proposed for detecting fail-stop119

failures automatically and providing notification services.120

Once a failure has been detected, the application must be resubmitted to a computation resource. For this scenario,121

we will assume that the application is resubmitted to the same (albiet fixed) computational resource. Issues involved122

with recovering on a different computation resource are discussed in Section 4.123

Application resubmission can be done manually, either by the application user or system-provider, or automatically124

by some external services, such as a job manager.125

3.5 Recovery126

Once the application has started executing again after resubmission, its state must be restored to that saved during the127

Checkpointing phase. The details of this are dependent upon how the checkpoint was taken in the first place (e.g, SLC128

or ALC, sequential or parallel). However, one requirement of these approaches is that the state that was saved during129

the Checkpointing phase must be available during the Recovery phase.130

3.6 Example systems131

The checkpoint system for the Pittsburgh Supercomputer Center’s Terascale Computing System [24] allows for the132

automated recovery of jobs following both machine failures and scheduled maintenance periods. As an added feature,133

this system allows that any time lost by the user process because of machine failure between the time of the failure134

and the time of the last checkpoint can be automatically credited back to their allocation.135

Checkpointing in the European DataGrid [9] is used to provide some form of fault-tolerance to applications, which136

is particularly important for long-running applications, such as those in High Energy Physics. In this system, the137

application developer is responsible for determining the application state that must be saved and restored. The system138

is responsible for noticing failures and automatically resubmitting jobs for further execution.139

MPICH-GF [15] supports user-transparent fault tolerance of MPI applications running within a homogeneous140

computing environment. MPICH-GF is provided as a library that is linked with the unmodified application code. The141

system provides checkpointing and message logging of the application and a job management system that monitors142

the application, periodically sends checkpoint signals to the application, and restart the application if a failure occurs.143

4 Process Migration144

There are situations where it is necessary to migrate a running application off of a computational resource. This can145

be because, an application is nearing the end of its batch allocation, an application with higher priority is preempting146

the use of the resource, or because a more appropriate resource has been found to execute the application. In any case,147

the application user would like to save the current state of the application in order to resume execution at some point148

in the future on the same or different computational resource.149

In this scenario, unlike the Fault-Tolerance scenario described in Section 3, the application needs to be check-150

pointed only once4.151

Another difference from the Fault-Tolerance scenario is that the application may be resumed on a different machine152

than its initial execution. This new machine may have a different number of processing nodes and a different processor153

4This assumes that the application has sufficient time to save its state before it is terminated. If this is not the case, then preemption can be
treated as a failure as in Section 3.
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architecture. “Portable” checkpoints can be generated using over-decomposition and by using architecture independent154

encoding methods (e.g., XDR [25] and HDF5 [12]).155

Over-decomposition is a technique whereby an application divides its work into more units than there are physical156

processors. That is, if an application is run on P processors, than instead of dividing its work into P units, it may157

divide it into cP , where c is a factor greater than 1. While this approach can introduce some amount of overhead to an158

application’s execution, it does provide flexibility in how work units are assigned to processors. For example, if the159

application is restarted on Q processors, then work units can be repartitioned so that each processor is assigned cP/Q160

units.161

The ways of implementing checkpointing and resumption for process migration are similar to those discussed in162

Section 3.163

Condor [17] provides transparent migration of sequential processes in a homogeneous computing environment.164

Dome [2] is an example of a application framework that enables heterogeneous checkpointing and process migration165

via over-decomposition. AMPI [14] is a runtime system that enables an application to automatically migrate between166

machines with a different number of processing nodes. PORCH [20] is an example of a compiler system that enables an167

application to automatically migrate between machines with different architectures. All of these systems are potential168

customers of the API’s by the GridCPR WG.169

5 Debugging170

Checkpointing and recovery can be used for debugging application programs. One example of how this can be done171

is with replay debugger [27], which enable the developer to run an application apparently in reverse. This is done by172

periodically checkpointing the application. When the developer wishes to run the application in reverse, the application173

is restored to the most recent checkpoint and then allowed to run forward until it reaches the relevant breakpoint.174

Another example of how checkpointing can be used in debugging can be found in systems for debugging parallel175

programs. In this case, a sequential version of the application is run and checkpoints are taken at certain “breakpoints”176

in the application. Then, a parallel version of the application is run until the computation diverges from the sequential177

execution. The parallel application can then be run in reverse in order to isolate where the bug occurred.178

An example of a debugging system that uses checkpointing is the O’Caml debugger [16]. Checkpointing is also179

being added to the P2D2 debugging system [13].180

6 Parametric Applications181

fixme: missing use case182

Thilo’s comemnt,183

184

I think one compelling use case is missing that had been discussed at185

multiple GGF meetings:186

Parameter studies that create a tree of checkpoints for exploring187

alternatives from a given checkpoint.188

7 Functional Requirements for GridCPR189

A Grid Checkpoint and Recovery system will consist of a number of services that provide the functionality. These190

services will be enumerated and described in a future architecture document. However, in order to build portable191

applications and tools that use these services a number of features of these systems must be standardized.192

In this section we identify the requirements that are imposed by the preceding scenarios.193

5
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Checkpoint Storage A necessary requirement of this scenario is a means to create, write, read and destroy check-194

points on stable storage. This ability must be provided in the form of an API so that the application programmer can195

exploit it directly (manual ALC). This API may also be used by automatic checkpointing tools (automatic ALC and196

SLC). This API must enable each of the various forms parallel checkpointing (data-parallel, uncoordinated, block and197

non-blocking coordinated).198

An implementation of this API must provide certain QoS guarantees to the application user and system provider.199

For instance, the system provider should be able to specify that checkpoint files are stored on machines that are not part200

of the computation resource. The application user should be able to query the system to determine what guarantees201

are in place.202

An implementation of this API must provide for the fact that failure can occur during the checkpointing process. A203

common technique used in ALC-based solutions to the fault-tolerance problem is to cycle through two (rarely more)204

sets of checkpoint files so that if a failure occur while a checkpoint is being taken, recovery from the earlier checkpoint205

is still possible.206

If an application is so designed, it must be able to resume on a machine that is different, both in terms of number207

of processors and architecture, than the machine on which the checkpoint files were created. This means that it must208

be possible to transport checkpoint files between these machines.209

Since multiple checkpoints may be present at recovery, the user must have the option of specifying when check-210

point to recover from.211

Non-requirement: The API need not define a particular encoding of the data in the checkpoint files. In the case212

of heterogeneous checkpointing, the API is not responsible for generating “portable” checkpointing files. That is the213

responsibility of the application or checkpointing library.214

Non-requirement: The API does not have to provide for mechanisms for initiating checkpoints or for specifying215

how the checkpoints should be taken. The details of the checkpointing process (ALC vs. SLC, etc.) are left to the216

application or to other automatic tools.217

Checkpoint Meta-data It must be possible to annotate checkpoint files with meta-data. For instance, it must be218

possible to examine stable storage and determine which set of files constitute a complete snapshot of the application.219

Also, certain non-blocking coordinated checkpoint protocols for parallel applications require that a set of checkpoint220

files first be created and then separately be marked as “complete” once the protocol terminates.221

Failure Detection Some standardized API should be defined for failure detection and notification. This is not say222

that Failure Detection is a requirement of a GridCPR-compliant implementation. Rather, it is to the GridCPR WG223

should provide a standard API that developers may choose to implement.224

This API should provide mechanisms for receiving notifications when failures are detected, and for allowing the225

application to notify the service in the event that it detects a failure. The notification system should differentiate226

between system detected failures and application initiated failures.227

Non-requirement: Although these API’s are intended to support job migration, they do not define API’s or services228

for job migration. In other words, a Grid job migration system might use the Checkpoint and Recovery API’s to229

capture application state, but would have to provide additional API’s and services for initiation, resource management,230

security, etc.231

Other requirements fixme: Should we say something about requirements for232

• job scheduling?233

• checkpoint transport?234

Nathan’s comments235

* storage or "I/O" daemons -- to serve up CPR storage resources236

* file transfer services (this is distinct in PSC’s implementation, but237

might be as simple as UNIX "cp" elsewhere)238

* checkpoint state manatement (like a DBMS)239

6
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Stephen’s comments240

241

I think we need to avoid getting entangled in job scheduling242

and checkpoint transport as far as possible.243

244

There’s a couple of areas where job scheduling and checkpoint245

transport will crop up.246

247

In the PSC system, there’s some interesting interactions as248

they (presumably) need to determine which jobs were affected249

by a failure, and which checkpoint(s) the affected jobs may250

have created. I don’t know how they do (or propose to do)251

this, but I hope it’s transparent to the API used in the252

self-checkpointing application. However, it probably implies253

some requirements on the GridCPR services, and I would expect254

to see some site-specific information (which might include255

job-id) to be queryable through the GridCPR services.256

257

The useful-looking GridCPR_imminent() function in Nathan’s258

document could in certain implementations involve an259

interaction with the job-scheduling system, but I don’t think260

that it necessarily has to do so.261

262

Checkpoint transport is a tricky one. Clearly, job migration263

in the general case must involve checkpoint transport of some264

kind. Even in the case where a job is restarted on the same265

cluster, it’s not necessarily the case that any checkpoint files266

left by the previous incarnation of the job are accessible on the267

node where the job is restarted, so checkpoint transport may be268

required here too.269

270

Then there’s questions on when the transfer occurs. I think271

this should usually happen before the restarted application272

actually starts (having a large parallel application block273

on the transfer of very large datasets could be extremely]274

wasteful of resources).275

276

Should this group attempt to define checkpoint transport services?277

8 Security Considerations278

Authentication, Authorization, and Accounting (AAA) must be provided for the application state that is saved to stable279

storage.280

The application user must be prevented from initiating failures for their own advantage (e.g., in order to obtain281

refunds for failures).282

9 Performance Considerations283

Systems that implement the API’s described above should impose as small an overhead on the application as possible.284

They should also endeavor to provide good scalability.285

7
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Performance during the Checkpointing phase is more important than performance during the Recovery phase.286

Systems that implement the API’s described above may, for instance, defer processing time during Checkpointing287

until Recovery.288

An implementation that uses the Checkpoint Storage API should only observe an overhead from the system when289

it calls the functions for manipulating checkpoint files. For instance, the Checkpoint Storage system should not290

significantly slow down an application that never takes a checkpoint.291
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