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| nt roducti on

The Gid Hi gh-Perfornmance Networking (GHPN) Research G oup focuses
on the relationship between network research and Gid application
and infrastructure devel opnent. The vice-versa rel ationship between
the two communities is addressed by two docunents, each of it
describing the relation fromthe particular view of either group
Thi s docunent summari zes networking issues identified by the Gid
comuni ty.

Scope and Backgr ound

Gids are built by user comrunities to offer an infrastructure

hel ping the nenbers to solve their specific problens. Hence, the
geogr aphi cal topology of the Gid depends on the distribution of
the community nenbers. Though there m ght be a strong rel ation
between the entities building a virtual organization, a Gid still
consists of resources owned by different, typically independent
organi zati ons. Heterogeneity of resources and policies is a
fundanental result of this. Gid services and applications
therefore sonetines experience a quite different resource behavior
than expected. Simlarly, a heavily distributed infrastructure with
anbi tious service demands to stress the capabilities of the

i nterconnecting network nore than other environnents. Gid
applications therefore often identify existing bottlenecks, either
caused by conceptual or inplenentation specific problens, or

m ssing service capabilities. Sone of these issues are listed

bel ow.

End- Syst ens
This section describes experienced issues related to End- Systens.
Commruni cation Protocols and their |nplenentation

The evol ution of the Transm ssion Control Protocol (TCP) is a good
exanpl e on how the specification of comrunication protocols evol ves
over the tine. New features were introduced to address experienced
shortcom ngs of the existing protocol version. However, new
optional features also introduce nore conplexity. In the context of
a service oriented Gid application, the focus is not on the
various protocol features, but on the interfaces to transport
services. Hence, the question arises whether the advanced protocol
capabilities are actually avail able at the diverse end-systens and,
if they are, which usage constraints do they inply. This section
descri bes problens encountered with the inplenentation of

comuni cation protocols, with a focus on TCP.

| nformati onal Track [ Page 3]



draft-ggf-ghpn-netissues-0 June 2003

A widely deployed interface to inplenentations of the TCP protocol
stack is provided by the Berkel ey socket interface which was

devel oped at the University of California at Berkeley as part of
their BSD 4. 1c UNI X version. The fundanental abstraction of this
APl is that comuni cation end-points are represented as a generic
data structure called socket [RFC147]. The interface specification
lists a set of operations on sockets in a way that comrunication
can be inplenented using standard i nput/output library calls. It is
inportant to note that the abstraction provided by sockets is a

mul ti-protocol abstraction of communi cation end-points. The sane
data structure is used with Unix services as files, pipes and FIFGs
as well as with UDP or TCP end-points.

Though the concept of sockets is close to that of file descriptors,
there are, however, essential differences between a file descriptor
and a socket reference. Wiile a file descriptor is bound to a file

during the open() systemcall, a socket can exist w thout being
bound to a renote endpoint. For the set up of a TCP connection
sender and receiver have to process a sequence of a function-calls
whi ch inplenent the three-way handshake of TCP. Wil e the sender

i ssues the connect()-call, the receiver has to issue two calls:
listen() and accept().

An inportant aspect is the relation between the above |isted call-
sequence and the protocol processing of the TCP handshake. Wil e
the listen()-call is an asynchronous operation which is related to
the recei pt of TCP- SYN-nessages, connect() and accept() are
typically bl ocking operations. A connect()-call initiates the

t hree-way handshake, an accept call processes the final nessage.

There is, however, a semantical gap between socket buffer interface
and the protocol capabilities of TCP. Wiile the protocol itself
offers the explicit use of the wi ndow scale option during the

t hree-way handshake, there is no way in comonly used operating
systens to explicitly set this option by issuing a specific

set sockopt ()-call.

In fact, the wi ndow scale option is derived fromthe socket buffer
size used during the connect()- and listen()-call. Unfortunately,
this selection is done on a m ni nrum base which nmeans that the

m ni mum requi red w ndow scal e option is used. To explain this
mechani smin nore detail, suppose that the used socket buffer size
woul d be 50KB, 100KB, and 150KB

In the first case, the wi ndow scal e option would be not used at
all. Because the TCP protocol does not allow to update the w ndow
scal e option afterwards, the maxi mum socket buffer size for this
session woul d be 64KB, regardl ess whet her socket-buffer tuning
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l'ibraries would recogni ze a buffer shortage and would try to
i ncrease the existing buffer space.

In the second case, many operating systenms woul d sel ect a w ndow
scale option of 1. Hence, the maxi num socket buffer size would be
128KB. In the final case, the wi ndow scale option used is 2 which
results in a maxi num buffer size of 256KB

This argunentation |l eads to the conclusion that any buffer tuning
algorithmis [imted by the | ack of influencing the w ndow scal e
option directly.

Operating System Capabilities and Configuration |Issues

Simlarly to the above described i nfluence of the sel ected socket
buffer size, w dely deployed operating systens do have a strong

i npact on the achi evable | evel of service. They offer a broad
variance of tuning paraneters which imedi ately affect the higher-
| ayer protocol inplenentations.

For UDP based applications, the influence is typically of |ess

i nportance. Socket buffer related paraneters such as the default or
maxi mum UDP send or receive buffer mght affect the portability of
applications, i.e. by imting the maxi num size of datagrans UDP is
able to transmt. Myre service relevant is the paraneter which

det erm nes whet her the UDP checksumis conputed or not.

The potential inpact on TCP based applications, however, is nore
significant. In addition to the limtation of the maxi num avail abl e
socket buffer size, a further limtation is frequently introduced
by the congestion wi ndow as well. Here, an operating systemtuning
paraneter additionally limts the usable w ndow size of a TCP fl ow
and m ght therefore affect the achi evabl e goodput even though the
application explicitly sets the socket buffer size. Furtheron,
paraneters such as del ayed acknow edgenents, Nagle al gorithm SACK
and path MIU di scovery do have an inpact on the service.

OS and system | evel optim zations

The evol ution of end-to-end performances hinges on the specific
evol ution curves for CPU (al so known as Moore | aw), nenory access,
|/ O speed, network bandwidth (be it in access, netro, core). A
chief role of an Operating System (0OS) is to strike an effective
bal ancing act (or, better yet, a set of then) given a particular
period in time along the aforenenti oned evol ution curves. The OSis
the place where the tension anong curves proceeding at different
pace is first observed. If not addressed properly, this tension
percol ates up to the application, resulting in perfornmance issues,
fairness issues, platformspecific counter-neasures, and ultimtely
non- port abl e code.
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To witness, the upward trend in network bandwi dth (e.g., 100M/ s,
1Gb/s, 10 Gb/s Ethernet) put significant strain on the path that
data follow within a host, starting fromthe NIC and finishing in
an application's buffer (and vice-versa). Researchers and
entrepreneurs have attacked the issue fromdifferent angles.

In the early '90's, [FBUFS] have shown the nerit of establishing
shar ed- nenory channel s between the application and the GS, using

i mut abl e buffers to shepherd network data across the user/kernel
boundary. The [FBUFS] gains were greater when supported by a NIC
such as [WTLESS], wherein buffers such as [FBUFS] could be honed
in the NI Cresident pool of nenory. Initiatives such as [ UNET] went
a step further and bypassed the OS, with application's code
directly involved in inplenenting the protocol stack |ayers
required to send/receive PDU to/froma virtualized network device.
The | ack of systemcalls and data copy overhead, conbined with the
prot ocol processing becomng tightly coupled to the application,
resulted in | ower |atency and hi gher throughput. The Virtual
Interface Architecture(VIA) consortium|[VIAARCH has had a fair
success in bringing the [UNET] style of communication to the

mar ket pl ace, with a conpanion set of VI-capable N Cs adequate to
signal an application and hand-off the data.

Thi s OS-bypass approach cones with practical challenges in
virtualizing the network device, while multiple, nmutually-
suspi ci ous application stacks nust coexist and use it within a
single host. Additionally, a fair anount of conplexity is pushed
onto the application, and the total amount of CPU cycles spent in
executing network protocols is not going to be any |ess.

Anot her approach to bringing I/Orelief and CPU relief is to
package a "super NIC', wherein a sizeable portion of the protocol
stack is executed. Enter TCP O fl oad Engines (TOES). Leveraging a
set of tightly-coupled NPUs, FPGAs, ASICs, a TOE is capable to
execute the performance-sensitive portion of the TCP FSM (in so-
called partial offload node) or the whole TCP protocol (in ful

of fl oad node) to yield CPU and nenory efficiencies. Wth a TOE,
the recei pt of an individual PDU no |onger requires interrupting
the main CPU(s), and using I/O cycles. TOEs currently available in
the marketpl ace exhi bit renmarkabl e speedups. Especially with TOES
in partial-offload node, the designer nust carefully characterize
the overhead of falling off the hot-path (e.g., due to a packet
drop), and having the CPU taking control after re-synchronizing on
the PCB. There are no standard APIs to TCEs.

A third approach is to augnent the protocol stack with new | ayers
that annotate application's data with tags and/ or nenory offset
information. Wthout these fixtures, a single out-of-order packet
may require a huge anount of nenory to be staged in anonynous
menory (lots of nmenory at 10Gb/s rates!) while the correct sequence
is being recovered. Wth these new neta-data in place, a receiver
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woul d aggressively steer data to its final destination (an
application's buffer) w thout incurring copies and staging the
data. This approach led to the notions of Renpote Direct

Data Pl acenent (RDDP) and Renote Direct Menory Access (RDVA) (the
| atter exposing a read/wite nenory abstraction with tag and

of fset, possibly using the fornmer as an enabler). The | ETF has on-
going activities in this space [RDDP]. The applicability of these
techniques to a byte-stream protocol |ike TCP, and the ensuing

i npact on semantics and | ayering violations are still
controversi al

Lastly, researchers are actively exploring new system architectures
(non necessarily von Neumann ones) wherein CPU, nenory, and

net wor ks engage in novel ways, given a defined set of operating
requi renents. In the case of high-capacity optical networks, for

i nstance, the Wavelength Disk Drive [WDD] and the Optl Puter [OPTI P]
are two noteworthy exanpl es.

Multi-Stream Fil e Transfers

Movi ng a data set between two sites using nultiple TCP sessions
provi des significantly higher aggregate average throughput than
transporting the sane data set over a single TCP session, the

di fference being proportional to the square of the nunber of TCP
sessions enployed. This is the outcone of a quantitative analysis
using three sinplifying assunptions:

1. the sender always has data ready to send

2. the costs of striping and collating the data back are not
consi dered

3. the end-systens have unlimted local |/O capabilities.

It is well-known that 2) and 3) are not viable assunptions in real-
life, therefore the outcone of the analysis has baseline rel evance
only.

Thr oughput dynam cs are linked to the way TCP congesti on contr ol
reacts to packet |osses. There are several reasons for packet

| osses: network congestion, link errors, and network errors.

Net wor k congestion is pervasive in current |P netwrks, where the
only way to control congestion is through dropping packets. Traffic
engi neering, adm ssion control and bandw dth reservation are
currently in early stages of definition. D ffServ-supporting QS
infrastructures will not be widely available in the near future.

Even in a perfectly engineered network, link errors occur. If we
take an objective of 10**(-12) Bit Error Rate, for a 10CGbps I|ink,
this anbunts to one error every 100 seconds. Network errors can

| nformati onal Track [ Page 7]



draft-ggf-ghpn-netissues-0 June 2003

occur with significant frequency in I P networks. [STOPAR] shows
that network errors caught by TCP checksum occur between one packet
in 1100 and 1 in 32000, and wthout |link CRC catching it.

TCP t hroughput is inpacted by each packet |oss. Follow ng TCP s
congestion control algorithmexistent in all major inplenentations
(Tahoe, Reno, New Reno, SACK), each packet loss results in the TCP
sender's congestion w ndow being reduced to half of its current

val ue, and therefore (assum ng constant Round Trip Tine), TCP's

t hroughput is halved. After that, the wi ndow increases linearly by
roughly one packet every two Round Trip Tinmes (assum ng the popul ar
Del ayed- Acknowl edgenent al gorithm. The tenporary decrease in TCP' s
rate translates into an anount of data m ssing transm ssion
opportunity. As shown bel ow, the anpbunt of data m ssing the
opportunity to be transmtted due to a packet loss is (see [|ISCSI]
for mathematical derivations relative to TCP Reno):

D(N) = E**2/ (N**2)*RTT**2/ (256* M)

wher e
D = anmount of data not transmtted due to packet loss, in MB
E = Total bandwi dth of an IP "pipe", in bps

N = nunber of TCP streans sharing the bandwidth E, unitless

RTT = Round Trip Tinme, in ns

M = packet size, bytes
For exanple, for a set of N=100 connections totaling E=10Gops,
RTT=10ns, M=1500B, the data not transmtted in tinme due to a packet
|l oss is D(N)=2. 6MB.

To show this consider the foll ow ng hypothetical graph of bandw dth
versus timne:

Tr
[ N B
| /
| A/
E/2*N | [/ slope
Bandw dt h | /
(bps) |/
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| Ti me (seconds)

First, the area inside the triangle, A 1is 1/2 base * height. The
base has units of seconds and the height bps, and the product,
bits. This represents the data not transmtted due to |l oss. The
expression for the height is easily obtained since, as noted above,
a dropped packet causes the bandwidth to be cut in half. TCP also
specifies that the anount of data in-flight increases by one packet
every 2 round trip tinmes. W can calculate the correspondi ng
increase in bandwidth fromthe equation for the bandw dth del ay
product [ H BW)| .

This equation states buffer size = bandw dth * RTT, or rearranged
the bandwi dth = buffer size / RTT. So, our increase in bandw dth
is MRTT. W get this increase every x * RIT seconds, so the rate
of recovery (the slope in the diagram = MRTT / XRTT or Mx*RTT"2
and has units of bps/s. W can now determ ne the recovery
time(Tr), which is the base of the triangle, to be E/2N * x*RTT*2 /
(8M. Finally, we can determ ne the equation for the area of the
triangle. Using the units |listed above and appropriate
conver si ons:

1 E (M) * E(M) * x * RITA2 (ms"2) (1 sec)’2

2 2*N(s)  2*N(s) * (1073 ns) A2
* (byte) * 1076 bits * MB

M (bytes) * 8 bits * Mo 8 M
I n absence of Del ayed- Acknowl edgenents (x=1) we get:

EA2 * 2 * RTTA2 (1*107M4) A2 * 2 * (10)/2
s e
N'2 * M* 256 (100)~2 * 1500 * 256

Usi ng our previous exanple of a set of N=100 connections totaling
E=10CGbps, RTT=10nms, M=1500B, the tinme interval for TCP to recover
its sending rate to its initial value after a packet loss is I (N)=
0. 833 seconds.

If N=1, the tine to recover its rate, 1(1)=83.3s, is of the sane
order of magnitude as the tine between two packet | osses due
exclusively to the link Bit Error Rate. In other words, a packet

| oss occurs alnost inmediately after TCP has recovered its rate.
This means that N=1 delivers on average just about 3/4 of the
required 10Go/s rate, since 1/4 of rate is lost during the time TCP
rate increases linearly from1l/2 to full rate. (More precisely, the
effective rate is 8.27G/s because 1/4 of rate is lost during
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83.3s, and the tine between two errors i s now 120. 825s due to
decreased sending rate).

Consi deration of this equation also reveals another major issue
with TCP on high | atency networks. Notice that the recovery tine
is directly proportional to the square of the RTT. This neans that
doubling the RTT will result in a 4x increase in the recovery tine,
maki ng dropped packet even nore problematic, and nulti-stream TCP
even nore val uable. The inpact of packet |osses on nulti-stream TCP
settings has been analyzed in [ AGGFLOW.

G i dFTP [DAMAT] is a real world application that uses multiple
streans to obtain high performance during file transfers. There is
no adequate data available to denonstrate the performance in the
face of packet |oss; however, it can be clearly shown that
aggregate throughput is dramatically inproved with nmulti-stream
TCP. There are, as you woul d expect, differences fromthe nuch-
sinplified scenario used above. Differences include the inability
to utilize full bandwidth in a single stream and a distinct "knee"
after which additional streans provide only limted additional

i nprovenent in performance. There are a host of conplicating
factors that could account for these differences. One of themis
clearly the sinplification in the nodel. However, other factors
coul d include buffer copies fromkernel space to user space, bus
bandw dt h, di sk performance, CPU | oad, etc..

In conclusion, froma performance point of view, transporting data

across multiple TCP sessions is nmuch nore effective than tunneling

t hrough a single TCP session, and the difference is proportional to
the square of the nunber of TCP sessions.

For nore details on TCP perfornmance see for exanple [SIMMOD]. For
ongoi ng work in the context of inproving the TCP performance in

hi gh- speed W de area networks see for exanple [ QUSTART, SCATCP
FASTTCP] . [ RFC2914] docunents key issues related to fairness and
flow granularity (and acceptable definitions thereof). For
information on alternatives and variants to TCP, see [SURTRAN. It
is a survey prepared by the GGF Data Transport Research G oup.

Access Donmi ns

This section describes experienced issues related to access
domai ns.

Firewal | s

Firewal | s pose interesting problens in grids. Since grid toolkits
i ke A obus use non-standard ports for comrunication, job

submni ssion etc. configuration of both the toolkit and the firewall
is required and cunbersonme. Firewalls have to be configured to

al | ow non-standard ports. To facilitate this process and avoid
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4.3

al l owi ng un-wanted traffic, toolkits have to be configured to use
these ports consistently. There are two parts to the firewall
configuration: client-side and server-side. For exanple, d obus
uses cal |l backs to call functions on the clients. This requires the
firewall to be configured to allow incomng ports [ GTFWALL].

On the other hand, Gid toolkits have to be devel oped with firewall
awar eness. This may involve devel oping trusted proxies or other

nmet hods of secure neans of tunneling. Gid protocols can be nade
firewal | aware too.

Firewal | s i npact network performance and pose problens for

mai ntai ning quality of service. This is due to the overhead

i nvol ved in analyzing the network traffic. It places burden on the
CPU and the machi nes can becones a bottleneck. There is always a
trade off between performance and security.

Net wor k Address Transl ators

Net wor k Address Transl ators pose simlar problens to firewalls as
descri bed above. Callbacks to clients form servers used by d obus,
for exanple, require specific configuration to get through NATs.
The NAT needs to be configured to allow such traffic patterns as
wel | . Maintaining servers behind a NAT is hard if not inpossible.
For instance, d obus security nechanisns [ GTFWALL] do not al |l ow
servers to be placed behind a NAT as they need to know actual IP
addr ess.

M ddl eboxes with L4-7 inpact

The vision of a network agnostic to any L4-7 consideration has
supported the explosive gromh of IP networks over the |ast 15
years. The increasing relevance of security, nobility, gigabit-
range throughput, stream ng nedia, have de-facto inplanted the
appreciation for L4-7 issues at crucial points inside the network.
The ensui ng network nodes with L4-7 scope (in short, m ddl eboxes)
include: firewalls and intrusion detectors, SSL accel erators,
traffic-shaping appliances, and | oad bal ancing internediaries
(often generalized as elenents of a content delivery network). In
nore subtle ways, even the traditional L2-3 routers/sw tches now
factor L4 considerations in the formof active queue nanagenent
(e.g., RED) tailored to TCP, the dom nant L4 protocol (90% of
traffic over backbone extents is carried by TCP).

Wth m ddl eboxes, the greater efficiencies and "hi-touch" services
cone with all inportant side-effects, which fall in two real ns.
Firstly, the network has built-in know edge of sone L4-7 protocols,
and can show resistance to using some other L4-7 protocols, nuch
the sane way it shows resistance in upgrading fromlIPv4 to | Pv6(as
one woul d expect for a L3 protocol). Secondly, there is a need to
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di scover and signal such m ddl eboxes to sel ect one of several pre-
defi ned behavi ors.

As a practical consequence of the first side-effect, for the
foreseeable future Gid comunities will have the freedomto use
any L4 protocol as long as it is TCP! Let us consider the case of a
Gid infrastructure interested in using the SCTP protocol [RFC2960]
for its bulk data transfers. SCTP is a standard-track L4 protocol
ratified by the ETF, with TCP-like built-in provisions for
congestion control, and thus safe froma network perspective. This
exanple is not fictional, in that SCITP does bring interesting

el ements of differentiation over TCP (e.g., datagram delineation,
mul ti-hom ng, etc.), which becone especially appealing at gigabit
rates. Across the end-to-end path, the points of resistance to SCTP
will likely show up in a) termnation points (contrast with the
state-of-the-art high-performance TCP's Of-|1oad Engines, TOE, in
silicon), b) intrusion detection points (where a protocol's FSM
must be statefully analyzed), c) firewalls with application-proxy
capability (another instance of protocol term nation or splicing,
see case a), and d)content delivery networks (wherein the protocol
is termnated and security processing is rendered prior to steering
the data, contrast with the state-of-the-art TOEs and SSL
accelerators, also in silicon). Al of this warrants SCTP the risk
of falling off several hot-paths, not to nention clearing all the
security checkpoints along the way.

But there is nore to it than just ossification around a L4 protocol
called TCP. The TCP operating requirenents are practically limted
to using fixed destination port nunbers, because firewalls and

i ntrusion detection devices have fundanental troubles coping with
dynam c ports usage (the H 323 circles first learned this |esson,
the hard way). In fact, many a community resorted to the extrene
poi nt of sanctioning that their destination port nunber be port 80,
regardl ess of their higher-level protocols and applications, thus
de-facto voiding the very value of firewalls and intrusion

det ecti on.

As said for the second class of side-effects, an application wll
likely need to discover and signal "m ddl eboxes"” in order to access
the QS and security behaviors of choice. Wthout signaling from
the application, the m ddl ebox may even di spose of the soft-state
associated with the application, and reuse the resources for other
applications (this is a typical syndrone with firewalls and
“silent” long-lasting TCP connections). Unfortunately, this is an
area still showing a wide variety of plays. The wire protocol can
be in-band (e.g., SOCKS) or out-of-band (e.g., RSVP). Furthernore,
t he progranm ng nodel can be structured around APlIs, or require a
poi nt-and-click GQJ session, or a command-line-interface (CLI)
script.
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The comon case of |l ong-lasting TCP connections traversing one or
nmore m ddl eboxes is worth a special nention. It has been observed
that the intervals without traffic may result in a loss of the
soft-state at the m ddl eboxes (even though the TCP flowis alive
and well). To avoid this, Gid developers are often tenpted to use
t he KEEPALI VE option in the TCP protocol (accessible through a
“setsocketopt()” systemcall in common OSs). It nust be noted that
KEEPALI VE is a frowned upon option in TCP. In fact, no RFC nmandates
its inplenentation. [RFCL122] discusses its inplications (while
acknow edgi ng that popul ar inplenentations went off coding it as a
“premunt feature a long tinme ago). Devel opers are encouraged to
build their |liveness handshakes (if any) into the protocol (s) above
TCP, resulting in nore accurate |iveness reports on the actual
endpoi nt s.

SOCKS [ RFC1928] is an attenpt to standardi ze the exchange between

application and firewall, though the market adoption and degree of
confidence on the overall security solution are spotty at best.
This fragnmented and still immture solution space does not help

Gid users who, anong others, would certainly benefit froma
conprehensive, unified style of interaction with m ddl eboxes.

St andard signaling protocols are expected to conme fromthe | ETF
M DCOM wor ki ng group [ M DCOM and the NSI'S working group [NSIS] at
the I ETF (though the actual APIs are out of their scope).

VPNs

Wth a Virtual Private Network, a user has the experience of using
dedi cated, secure links of various reach (LAN, MAN, or WAN), even
though in reality the actual network is built out of Metro/WAN
networ k extents over public, insecure networks (such as the
Internet). VPNs are known to scale quite well, fromthe consuner
mar ket (e.g., telecommuters using VPNs across WFi and the
Internet) to the large enterprise market (e.g., for branch-office
to headquarters comruni cation). Typical VPN technol ogi es use (but
are not limted to) the |Ipsec protocol [RFC2401] and the Internet
Key Exchange (I KE) protocol [RFC2409]. In a VPN, either the ingress
point, or the egress point, or both can have portable, pure-
software i nplenentations, or cone in appliance-style enbedded

set ups.

Once a VPN is established, the VPN is neant to be entirely
transparent to the user. As such, Gid applications wll typically
continue to use security fixtures of their own, in an end-to-end
fashion, and the existence of an underlying VPN covering a portion
of the end-to-end extent goes totally un-noticed. There are,
however, two inportant exceptions.

VPN protocols have provisions for periodically renegotiating new
keying material, so as to maintain the integrity of the VPN for a
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very long time (possibly indefinitely). In practice, however, |ocal
security protocols nust require users to periodically re-instate
their credentials into the VPN console, to take into account
changes in personnel’s authorization. This added burden can be
irksone to many a Gid user, especially when there are | ong-running
tasks at stake, and the VPN is provisioned via an appliance that
can only be operated via point-and-click sessions or conmand-| i ne-
interface scripts (as the vast mgjority of appliances are, today).
This situation is clearly vulnerable to operator errors, given that
application and VPN console are totally disjoint.

Wen a VPN has a fatal error, the application wll discover it the
hard way, with traffic comng to a screeching halt, and

retransm ssion attenpts going off periodically. Wenever the
application and VPN console are disjoint, there is no way for the
application to restart the VPN, or signal a 3'% party to do so.

In both circunstances, it would be nice if the Gid application
coul d access the VPN console, re-affirmcredentials, and register
for notifications through an APl |ike the GSS API.

Transport Service Donai ns
This section describes experienced issues related to the core.
Servi ce Level Agreenent (SLA)

Connectivity or data transport service between two geographically
di spersed |l ocations is usually provided by an i ndependent third
party, generically called a Service Provider (SP). The Service
Level Agreenent (SLA) is a contract agreed upon between the SP and
the service consuner (in this case a grid subscriber) detailing the
attributes of the service |like connection uptinme, schedul ed

downti ne, unschedul ed downtinme, service provider liabilities anong
others. Since the SLA contains business-related paraneters that are
outside the scope of this docunent, the term Service Leve
Specification (SLS)[ RFC3260] will be used to specify the technical
qualities of the service.

.1 Gids and SLS

Gids are built by user comrunities using resources that are
typically geographically dispersed, even if they belong to the sane
adm ni strative organi zation. Gid applications utilizing the

di stributed conpute and storage resources depend on the underlying
networ k connectivity provided by the transport service provider for
successful and tinmely conpletion. There is a high likelihood that
the renote nmenbers of the grid virtual organization have different
transport providers for their service. It is also possible that
each grid location has different service and physical |ayer
connectivity conbinations at the network access i.e. |IP over SONET
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| eased |ine service, or a L2 Ethernet/Frane Rel ay/ ATM service. A
these factors lead to different SLS s at each | ocation and can
cause a grid application to get inconsistent end-to-end Quality of
Service especially in case of failures. For exanple, if a grid
application requiring transport |evel performance requires
resources at a location wwth SLS for Layer 3 (IP) service, it has
to derive through unspecified nmeans the transport |ayer service
equi val ent to ensure conpatible service |evels.

Each Gid Application may have different Quality of Service

requi renents of the network. For exanple, a visualization grid
application may require high bandw dth, |ow | atency Fi ber Channel
service for storage access while a conputationally-intensive grid
application may require just a best-effort IP service for data
novenment. The Gid resource allocation algorithmmy not be able to
allocate the proper grid resources w thout having the know edge of
network services and SLS paraneters avail able at each grid

| ocati on.

A common tenplate to specify Gid SLS with neasurabl e perfornmance
paraneters related to grid applications will be needed for the grid
application to work seam essly across diverse geographi cal

| ocations. The paraneters of SLS can then becone a great tool for
grid users to neasure the quality and reliability of the offered
service over tine.

It should be noted that even though a SP provides an SLS conpli ant
service, the grid application may not get the right QoS due to
performance of network owned by the grid organi zation. The grid
organi zati on needs to provide simlar SLS for its own internal
networks in order for guaranteed end-to-end application QoS.

5.1.2 SLS Assur ance

Currently, the transport service provider provides the nechani sns
to nonitor the network and assures the user of conpliance to the
negoti ated SLS requirenents and paraneters. The grid user does not
have any neans to i ndependently neasure and verify the SLS

negoti ated or determne if the network QoS needed by the
application is being net at each | ocation and thus, cannot
guarantee grid application performance. Providing nmechanisns to the
Gid applications to nonitor network SLS paraneters and have access
to network alerts, errors and outages will result in better
resource selection and al so assure end-to-end service quality to
the grid application. There are cases where the SP is not able to
provi de custoners access to network information for SLS nonitoring
and assurance purposes. In that case, the SP should be able to
measure and nonitor end-to-end application performnce and keep a
real -tinme | og accessible by custonmers to ensure SLS conpli ance.

5.1.3 On-denmand SLS
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One of the major values of the grid is the ability to formgrid
virtual organizations dynamcally to access the resources need for
a particular application. The conpute and storage resources are
dynam cally allocated froman avail able pool. For exanple a conpute
i ntensi ve, high-energy physics application can use the majority of
grid conpute resources for a few weeks and then a data intensive
data-m ni ng application, can | everage the sanme conpute/data
resources with different network requirenents. Currently, the SLS s
are negotiated at tine of service, and do not change through the

| ength of service contract. Providing dynam c network resources
with associated dynamc SLSs will help deliver a quality of service
based on application needs as well as provide efficient use of
avai |l abl e network resources.

Over provi si oned networ ks

The chal | engi ng network requirenents of Gid applications are often
associated with the demand to access an overprovi si oned networKk.

In assum ng a network capabilities without limtations, the demand
of Gid application would clearly be satisfied. However, the
assunption of offering nearly unlimted bandwi dth capabilities is
not al ways true.

The costs of deploying optical networks are affected by a m xture
of link and equi pnent costs. Wile link costs are typically sub-
linear to the capacity, the equi pnent costs for beyond 2.5 Gbops
interfaces are still super-linear. Furtheron, the anmount of
paral l el wavel ength nmultiplexed within a single fiber is also still
limted, either caused by the limted capabilities of the existing
fibre itself, or by the dinension of the optical cross connects. A
net wor k supporting hundreds of |anbdas on a particular fiber is not
energing within a reasonable tine scale.

On the other hand, end-systens can be expected to be attached by
G gabit Ethernet interfaces now, and 10G CE in the near future.
Also, the Gid is about to deploy applications which aimfor the
actual use of the avail able bandwi dth capabilities. This leads to
an environnment in which the classical onion nodel, i.e. an increase
of bandwi dth capabilities when noving towards the core, is

probl ematic. The concept of overprovisioning mght therefore not
scale with the deploynent of Gid applications. Meshing, i.e. the
use of nultiple fibers, could be an econom c solution to this.
Here, however, one has to consider that Gid users are not really
concer ned about capacity, but about goodput. M s-ordered packets
must be avoi ded when neshing is inplenented. On the other hand,
mashing nicely fits to the concept of parallel file transfers

i ntroduced in section 3. 3.

General |ssues
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So far, we listed issues which were related to a particular region
of the interconnecting network. This section lists the remaining
I Ssues.

Service Orientation and Specification

In sone sense, the Gid can be conpared with the Wrld Wde Wb
Wiile the original goal of the Wrld Wde Wb was to offer |ocation
i ndependent access to information resources by using a sinple
protocol, a comon nane space (the Universal Resource Locator), the
integration of the nanme space into a standardi zed hypertext

| anguage, and a graphical user interface supporting these hypertext
docunents, the Gid is about to offer individuals and institutions
the opportunity to build virtual organi zations which facilitates
the access to the problemsolving services of the community. A Gid
infrastructure facilitates the conposition of existing services to
buil d nore advanced, hi gher-1evel services.

O course, when followng this service oriented view of the Gid,
the question arises about network related services. Low | atency and
hi gh-t hr oughput conmuni cati on are performance-critical in nost
distributed environnents. For Gid applications, the denanded | evel
of val ue-addedd services is basically as foll ows:

e Access to a prem um service which offers |owl atency
communi cati on between the two end-points. This service assures
that the individual packets which were conformant to a given
traffic profile (token/leaky bucket constrai ned) were
transported to the destination within a given delay boundary.
In addition to the classical real-tinme traffic, such as voice
over | P or video conferencing, the Gid introduces nore
chal I engi ng comuni cati on demands, for exanple in the context
of a distributed VR-environnent in which the haptic is
renotely driven

e Access to a guaranteed rate/bandw dth on-demand service. This
service follows the assurance of the Prem um service with
respect to the avoi dance of packet drops, but does not have to
state strong del ay boundari es.

Wiile a guaranteed rate service allows for the inplenentation of
deadline data transfers, a |less-than best-effort service, i.e. the
scavenger service, is of particular interest to support high-

t hr oughput communi cation of single applications in order to all ow
for fairness anong conpeting best-effort transfers.

The Optical Internetworking Forum (O F) has published an

i npl enentati on agreenent for interfacing to services in optical
networks. This optical User Network Interface (UNI) offers [ O FUNI]
a GQWLS-conpatible way to inplenment bandw dth on-demand servi ces.
It thus has a strong relation to the service oriented view of the
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Gid. However, the current UNI 1.0 version does not fully cover the
functionality required by a Gid infrastructure.

Assumi ng that network services can be used by Gid applications to
conpose hi gher |evel services, the question arises whether there
are particular provisioning capabilities which are of benefit. The
coordi nated allocation of nultiple resources is a challenge. The
start up of the individual service requests sonehow has to be
synchroni zed wi thout wasting potentially scarce and thus expensive
resources by an allocated service request which has to wait for the
allocation of related tasks. One potential solution to this is
given by the ability to reserve resources in advance. Wthin the
Gid Resource Allocation Agreenent Protocol (GRAAP) Wrking G oup
of the Gobal Gid Forum the term advance reservation was defi ned
as follows:

An advance reservation is a possibly limted or restricted
del egation of a particular resource capability over a defined
time interval, obtained by the requester fromthe resource
owner through a negotiation process.

Progranmm ng Model s

The GFD-E. 5 Advance Reservation APl docunent describes an
experinental interface to advance reservation capabilities. The API
can be considered a renpte procedure call nmechanismto

communi cation with a reservati on manager. A reservation nanager
controls reservations for a resource: it perforns adm ssion control
and controls the resource to enforce the reservations.

The docunent describes a CGbinding of this APl which allows for a
uni form programm ng nodel which is capabl e of nmaking and
mani pul ati ng a reservation regardl ess of the type of the underlying
resource. It thereby sinplifies the programm ng when an application
must work with nultiple kinds of resources and nmultiple

si mul t aneous reservations. The docunent defines a set of
reservation related functions and their paraneters. Resource
specific service paraneters are encoded in a particular resource
descri ption | anguage.

Support for Overlay Structures

Overlay structures provide a way of achieving hi gh-performance
using existing network infrastructure. Resilient overlay

net wor ks| RON] al l ows applications to detect and recover from path
out ages and ot her routing problens. Features |ike application-
controlled routing, multi-path routing and QoS routing can have
great inpact on performance of grid applications. Though this has
prom sing inplications, placing of overlay nodes can be a tricky
pr obl em
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Mul ti cast

The ever grow ng needs for conputation power and accesses to
critical resources have launched in a very short tinme a | arge
nunber of grid projects. The very basic nature of a grid is to
allow a |l arge community of people to share information and
resources across a network infrastructure. Mst of the grid usages
nowadays consist in (i) database accesses, sharing and replication
(DataGid, Encyclopedia of Life Science), (ii) distributed data

m ning (seti @one for instance) and, (iii) data and code transfers
for massively parallel job subm ssions. For the nmonent, nobst of
these applications inply a rather small nunber of participants and
it is not clear whether there is a real need for very | arge groups
of users. However, even with a small nunber of participants, the
anount of data to be exchanged can be so huge that the tine to
conplete the transfers can rapidly beconme unmanageabl e! More

conpl ex, fine-grained applications could have conpl ex nessage
exchange patterns such as collective operations and synchroni zati on
barriers.

Mul ticast [DEERING is the process of sending every single packet
fromthe source to multiple destinations in the sane | ogica

mul ticast group. Since nost of conmunications occurring on a grid
inply many participants that can be geographically spread over the
entire planet, these data transfers could be gracefully and
efficiently handl ed by nulticast protocols provided that these
protocols are well-designed to suit the grid requirenents.

Mot i vations behind multicast are to handl e one-to- many

comuni cations in a w de-area network with the | owest network and
end- syst em over heads whil e achieving scalability.

In contrast to best-effort nulticast, that typically tolerates sone
data | osses and is nore suited for real-tinme audio or video for
instance, reliable nulticast [SRELMI] requires that all packets
are safely delivered to the destinations. Desirable features of
reliable multicast include, in addition to reliability, |ow end-to-
end del ays, high throughput and scalability. These characteristics
fit perfectly the need of the grid conputing and distributed
conputing communities. Enbedding a reliable nulticast support in a
grid infrastructure would not only optim ze the network resources
in termof bandw dth saving, but also increase both perfornmances
for applications, and interactivity for end-users, thus bringing
the usage of grids to a higher level than it is at the nonent

(mai nly batch job subm ssion).

Here is sone necessary background on main nulticasting protocols
and nmechanisns in I P networks. Internet G oup Managenent Protocol
(IGWP) is used by hosts to join or leave a multicast group. RFC
3376 describes 1 GWv3. As regards nulticast forwarding al gorithns,
there are two main famlies of algorithns: reverse path forwarding
(RPF) and center-based tree (CBT). The forner yields two advant ages
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because of fastest delivery of nulticast data and different tree
creation for different source node resulting in nore efficient
utilization of network resources. The latter utilizes another
met hod to cal cul ate optimum paths and its main di sadvant age
consists in creating suboptiml path for sone sources and

recei vers.

Based on these two main algorithnms, there were devel oped several

mul ticast routing protocols as Distance Vector Milticast Routing
Prot ocol (DVWMRP), Milticast OSPF (MOSPF) and Protocol |ndependent
Multicast (PIM. DVMRP was initially defined in RFC 1075 and it
uses RPF algorithm Milticast Extensions to OSPF (MOSPF) is defined
in RFC 1584. It is not a separate nulticast routing protocol as
DVMRP. This protocol forwards datagrans using RPF algorithmand it
does not support any tunneling nechanism Unlike MOSPF, PIMis

i ndependent of any underlying unicast routing protocol and has two
different ways of operation: dense node (PIM DM and sparse node
(PIMSM defined in RFC 2362. The forner inplenents the RPF
algorithm The latter uses a variant of CBT algorithm PIM DM
shoul d be used in contexts where the major part of hosts inside a
domai n needs nulticast data but also in contexts where senders and
receivers are relatively close, there are few senders and many
receivers, nmulticast traffic is heavy and/or constant. Pl M DM does
not support tunnels as well. One of the main benefits of PIMSMis
the capability to reduce the amount of traffic injected into the
net wor k because of multicast data are filtered from network
segnents unl ess a downstream node requires them Furthernore
pruning information is maintained only in equipnments connected to
the multicast delivery tree. PIMSMis well suited for those
situations in which there are a | arge nunber of nulticast data
streans flowing towards a small nunber of the LAN segnents and al so
in those environnents in which there are fewreceivers in a

mul ticast group or when senders and receivers are connected through
WAN | inks or the streamis intermttent.

Wth regard to inter-domain routing, there are tw approaches to
mul ticast donmai ns interconnection: Milticast Source Di scovery

Prot ocol (MsSDP) and Border Gateway Milticast Protocol (BGW). They
both are not currently | ETF standards.

Nowadays, MBONE is still operational but nulticast connectivity is
natively included in many Internet routers. This trend is grow ng
and will elimnate the need for nulticast tunnels. Current MBONE
environnent is only a tenporary solution and will be obsol ete when
multicasting is fully supported in every Internet router.

Recently, devel opnent of mnulticast systenms has accel erated thanks
to new and i nproved applications such as nmany grid applications:

tel ei mersion, data distribution, gamng and sinulation, real-tine
data mul ticast. Many of these appllcatlons use UDP instead of usual
TCP because of reliability and flow control mechani sns have not
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been optim zed for real-tinme broadcasting of nultinedia data. In
sonme contexts, it is preferred to | oose few packets instead of
havi ng addi tional TCP delays. In addition to UDP, many applications
use Real -Time Transport Protocol (RTP)

Anot her open issue is concerned with nulticast security, that is,
securing group conmmuni cations over the Internet. Initial efforts
are focused on scal able solutions with respect to environnents in
which there are a single sender and many recipients. Initially,
about nulticast data delivery, IP-layer nulticast routing protocols
are principally considered (with or without reliability) such as

t hose exposed before. Typically, each group has its own trusted
entity (Goup Controller) that nmanages security policy and handl es
group nenbership. Sone mninmal requirenents are group nenbers

adm ssion and source/contents authentication; DoS attacks

protection is desirable as well. Considering that many applications
fall in one to many nulticast category, each one with its own

requi renents, it is not a feasible way to think of a "one size fits
all" solution. So it is going to define a general franework

characterized by three functional building blocks: data security
transforns, group key managenent and group security association,
group policy nmanagenent. Wth regard to |arge nulticast groups, see
for instance [ MSEC]. Actually, there are no standards. Some wor ki ng
groups inside | ETF and | RTF are actively working on this very
cruci al topic.

Besides the routing | ayer discussed previously, nulticast at the
transport layer mainly provides the reliable features needed by a
nunber of applications. Many proposal s have been made during these
past 15 years and early protocols nade usage of conpl ex exchanges
of feedback nmessages (ACK or NACK) [ XTP95][ FLOO7] [ PAU97][ YAV95] .
These protocols usually take the end-to-end solution to perform

| oss recoveries and usually do not scale well to a | arge nunber of
receivers due to the ACK/ NACK i npl osi on problemat the source. Wth
| ocal recovery mechanism the retransm ssion of a | ost packet can
be performed by any receiver in the nei ghborhood (SRM or by a
desi gnated receiver in a hierarchical structure (RMIP, TMIP, LMS

[ PAP98], PGM [CGEMD3]). Al of the above schenes do not provide
exact solutions to all the loss recovery problens. This is mainly
due to the lack of topology information at the end hosts and
scalability and fairness with TCP still remain open issues.

G ven the nature of the information exchanged on a grid, reliable
multicast is the best candidate for providing an efficient

mul ti poi nt comruni cati on support for grid applications. The

obj ectives are anbitious: extending the current grid capabilities
for supporting fully distributed or interactive applications (Ml

DS, HLA, renote visualization...). Wth the appropriate reliable
mul ticast facilities, grid infrastructures would be nore efficient
to handle a | arger range of applications.
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There are however a nunber of factors that seriously limt the
availability of multicast on |arge scale networks such as the
Internet or a grid infrastructure. Sone are technical, others are
nmore politic.

If we consider a dedicated grid infrastructure with al

participants and 1SPs willing to nove forward (unfortunately this
is not the case), then issues related to interdonmain routing,
security or firewalls could be fixed quite easily with the current
tools and protocols (MBGP and MSDP for interdomain routing and for
controlling sources for instance, PIMSSM for security), especially
when the size of the group is not very large. Wat's left is the
core problemof reliable nulticast: how to achieve scalability of
recovery schenes and performances? As stated previously in the
brief background, there is no unique solution for providing
mul ticast facilities on an internetwrk: end-to-end, with |ocal
recoveries, with router assistance... To this long list, should be
added the alternative solutions to I P nulticast based on overl ays
and host-based nulticast that scale quite well up to sone hundreds
of receivers [STQOO0][HU 00][SAY03]. In this context, it seens very
reasonable to consider all possibilities and to have specific
solutions for specific problens. One exanple could be to have an
overl ay-based nulticast for small groups of conputing sites and a
fully P multicast schene for |larger groups. The main difficulties
are then to provide a nulticast support for high throughput (job
and data transfers) and low | atency (for distributed/interactive
applications).

Regardi ng how the nulticast support should be presented to the user
or the application, there are several design choices that we

beli eve can coexist (and are fully conplenentary): a separate
program'a la'" ftp or a separate library to be linked with the
application or a fully integrated solution with high interaction
wth the grid mddleware, this |last solution being the nore
transparent one for the end-user, but also the nost difficult to
achi eve.

Sensor Networ ks
TBD.
Security Considerations

Network security can be inplenented at the link level (i.e., L2, as
in WEP or FraneRelay security), at the network level (i.e., L3, as
in IPsec), and at the application level (i.e., at layers above 4,

i ke TLS). These approaches have wel | -known strengths and
weaknesses, re-enforcing the concept that there isn't a “one size
fits all” network security solution. Additionally, these approaches
are not nutually exclusive. They can coexist quite nicely and can
be applied increnentally, as the traffic flows fromprivate
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enclaves to the public, insecure Internet. Wile “the nore, the
merrier” argunent typically holds when dealing with security, there
are inportant issues in conputing overhead, packet header overhead,
hi gh-avail ability, and policy.

Security Gateways

GG's Gid Security Infrastructure (GSI) qualifies as application-
| evel security. As any other application-level security schema, it
targets true end-to-end security, thus renoving the annoying
problem (as well as vulnerability) of trusting network
internmedi ari es. When properly configured, GSI is “good to go” over
any network extent, regardless of its |evel of security.

In many a scenari o, however, it is expected that |ocal policies
will dictate the use of a security gateway (e.g., an |Ipsec device)
bet ween private and public enclaves. Mst security gateways do not
discrimnate between traffic that needs security versus traffic
that is already secured in an end-to-end fashion. To an operator,
the gateway’s appeal is that it is a fixed point of transit between
private and public enclaves, and its well-being can be easily
audited. A GSI user can argue that the gateway needl essly adds
net a- data overhead to the packet, and likely represents a

bottl eneck (e.g., heavy duty crypto processing) if the gateway
insists in applying another |ayer of authentication and
confidentiality. The |psec tunnel -node protocol (commonly used by
security gateways) inserts a new | P header and a AH ESP header, and
there may be a chance that the new packet cones to exceed the |ink
MIU (e.g., the Ethernet maxi mum franme size). The problemis further
exacerbated by the fact that IP fragnentation is a deprecated
feature (i.e., all firewalls reject |IP fragnents nowadays), and
Path MIU di scovery may fail to detect the actual MIU avail abl e.

G ven that local policies are neither necessarily reasonabl e nor
flexible, a GSI user can relax the security stipulations at her
end, and, for instance, skip encrypting traffic if the security
gateway is known to do so already, and she can |live w thout
confidentiality across the limted network extent between the Gid
application and the security gateway. Wth state of the art

technol ogy, this type of reasoning cannot be automated in any way,
and the GSI user is left with ad-hoc interpretation of her |ocal
policies, intervening security gateways, topologies, and the |ikes.

Sonme network gateways nay attenpt to conpress traffic prior to its
traversing a |limted-bandw dth network extent. The conposition of
encryption and conpression raises an issue of tenporal dependence
anongst the two. Conpression is likely to yield gains when
performed before encryption. Conversely, conpression results in no
gains and gratuitous overhead if performed after encryption. In
fact, an encrypted set cannot be conpressed, because the bit

di stribution operated by the encryption algorithmvoids all known
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conpressi on techni ques, which thrive on regular patterns. Should
data be encrypted at the GSI |evel, any attenpt to conpress data
past that point will produce no benefit, and will rather add
over head; data nust be conpressed prior to the GSI layer. If the
GSl user del egates encryption to a security gateway, then there
w Il be solid opportunities to conpress the data at the N C | evel
or inside the network.

Section 4.3 details other coordi nation issues between GSI users and
| egacy VPNs devices (failures, tineouts).

Aut henti cati on and Aut hori zati on i ssues

Aut hentication (AuthN) and Authorization (AuthZ) are typically

i npl emented as network services. That is, they reside in the
network and are inplenented within a consolidated | ocus for
directories and access policies. This way, revocation of

privileges, auditing, and any ot her managenent operation are
particularly efficient. AAA (Authentication, Authorization, and
Accounting) is a wdely used denom nation for this class of network
servi ces.

It is inperative that the AuthN and Aut hZ services be avail abl e at
all tinmes, else the end-systens’ security fixtures that depend on
themw ||l come to a screeching halt (while caching of earlier AuthN
and Aut hZ decisions at the end-systens level is not a good idea, in
that it circunvents revocation actions that nay have happened
meanwhi l e). This availability requirenment poses a burden on the
server(s) inplenenting AAA functionality (typically a fault-
tolerant cluster of servers), as well as the network paths
connecting end-systens to AAA services. The latter may all of a
sudden becone unreachabl e due to sl ow router convergence after
partial failures in the network, inadvertent SLA breaches, or
outright malicious intrusion and DoS attacks underway.

The centrality of AAA services and their unexpected unavailability
thus warrant the syndrone that Butler Lanpson aptly described as:
“Adistributed systemis one in which | can’t get ny work done
because a conputer |’ve never heard of has failed”.

In GSI, the security nechani sm are accessed through an indirection
| ayer called GSS API, which hides to the user the fact that, for

i nstance, Kerberos is being used instead of PKI. Wile GSSis a
sophi sticated and useful progranmm ng nodel, there is a flip side to
it in case of failures. Should the Kerberos server(s) becone
unreachabl e, the troubl eshooting of the ensuing failures may turn
out to be cunbersonme (the Kerberos server playing the role of the
conmput er never heard of in Lanpson’s citation). \Wereas other
systens requiring an explicit Kerberos login by a user (e.g., the
Andrew distributed File System) are nore anmenable to track down the
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failure (though the failure will still be fatal until the Kerberos
service cones back on line).

Pol icy issues

The sites formng a Virtual Organi zations may very well |ive by
different security standards. While one site has established a
sophisticated certificate practice statenent, at another site of
the same VO the passwords are witten on the back of keyboards, and
private keys are unprotected. The w de variety of crypto paraneters
creates a host of potential pitfalls. In fact, the vast majority of
security exploitations | everages the weakest policy definitions and
especially their inplenentations. Exposure to these risks is

i nherent to the way Gids work. Hence the ongoing effort in the
Security Area, as in the GG GCP WG

Security gateways enact a Layer 3 overlay (i.e., based on IP

| psec)that suffers simlar vulnerabilities. In this space, the | ETF
is actively working on |IP-level security policies (IETF | PSP W5 .

It will take a while before the outcone of this work will be w dely
available in the security gateway narketpl ace.

Due to the different nature of application-level security and
networ k-1 evel security, the fornmer and the latter can coexist while
using entirely different nechani snms and policies. I n many
organi zati ons, however, it becones attractive for the two security
approaches to share in on sone of the AAA fixtures, and on the
hefty costs incurred by organizations to nmake these fixtures work
dependably (e.g., high availability, policy stipulations,
certificate authorities, auditing, etc.). The inplenentation of the
PKI infrastructure is a potential point of convergence. GSI can

| everage PKI infrastructure through the GSS API, while the Internet
Key Exchange (I KE) protocol can performcertificate-based peer
authentication (i.e., via X 509v3) using digital signatures.

It has been noted earlier on (section 7.1) that a GSI user can

del egate sone of the security protection to a | egacy security
gateway, thus elimnating the overhead of security neasures being
applied twice to the sane data. There is no way, however, for the
GSI user to get a quantitative, objective neasure of the relative
strength in application-level and network-1evel security, when
considering both security nechani sns and the policies involved. The
finalization and market adoption of the outcones of GG GCP WG and
| ETF IPSP W will go a long way towards providing a framework upon
whi ch aut omat ed eval uation tools can be built.

Aut hor’ s Addr esses
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Intellectual Property Statenent

The GGF takes no position regarding the validity or scope of any
intellectual property or other rights that mght be clained to
pertain to the inplenmentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights
m ght or m ght not be available; neither does it represent that it
has made any effort to identify any such rights. Copies of clains
of rights nade available for publication and any assurances of
licenses to be made available, or the result of an attenpt made to
obtain a general l|icense or perm ssion for the use of such
proprietary rights by inplenmenters or users of this specification
can be obtained fromthe GGF Secretariat.

The GGF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
ri ghts which may cover technology that may be required to practice
this recommendati on. Please address the information to the GG
Executive Director.

Ful | Copyright Notice
Copyright (C dobal Gid Forum (2/17/2003). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that comrent on or otherw se explain
it or assist inits inplenentation may be prepared, copied,
publ i shed and distributed, in whole or in part, without restriction
of any kind, provided that the above copyright notice and this
paragraph are included on all such copies and derivative works.
However, this docunent itself nmay not be nodified in any way, such
as by renoving the copyright notice or references to the GG or

ot her organi zati ons, except as needed for the purpose of devel opi ng
Gid Recommendations in which case the procedures for copyrights
defined in the GG Docunent process nust be followed, or as
required to translate it into | anguages other than Engli sh.

The limted perm ssions granted above are perpetual and wll not be
revoked by the GG or its successors or assigns.

Thi s docunent and the information contained herein is provided on
an "AS | S" basis and THE GLOBAL GRI D FORUM DI SCLAI M5 ALL
WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG BUT NOT LI M TED TO ANY
WARRANTY THAT THE USE OF THE | NFORMATI ON HEREI N W LL NOT | NFRI NGE
ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS
FOR A PARTI CULAR PURPCSE. "
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